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A B S T R A C T

In modern datacenter networks (DCNs), the overwhelming heterogeneous flows have various stringent
demands, ranging from delay-sensitive short flows, throughput-sensitive long flows to best-effort flows without
deadline. Recently, many load balancing schemes are proposed to deliver good performance for datacenter ap-
plications. However, the existing solutions cannot meet all the above requirements simultaneously. Especially,
the short flows experience head-of-line blocking due to queued behind the long and best-effort flows. The long
flows often suffer from throughput degradation due to bursty congestion. To solve these issues, we present
LBT, a traffic-differentiated load balancer. The key design point of LBT is to adaptively adjust the switching
granularity of long flows and best-effort flows according to the two calculated switching thresholds based on
the traffic strength. Specifically, under heavy load, the switching granularity is increased to guarantee required
bandwidth capacity for delay-sensitive short flows to finish quickly. In contrary, the switching granularity is
reduced to enable the long flows to make full of parallel equal-cost paths. Moreover, we adopt different routing
strategies for the three different categories flows. We conduct NS-2 simulations to evaluate the effectiveness of
LBT. The experimental results show that LBT significantly reduces the average flow completion time of short
flows by up to 55.9% ∼ 65.4% compared to the state-of-the-art solutions and achieves high throughput for
long flows concurrently.
1. Introduction

With the rapid development of the Internet of Things (IoT) and
cloud computing technologies (Anon, 2020), datacenters as high-
performance hardware infrastructure are becoming more popular and
widely used (Luo et al., 2022; Jian et al., 2021). In order to build high
availability, high performance and low-cost cloud computing infras-
tructure storage and computing facilities, datacenters usually deploy
a large number of commercial switches and servers. The datacenter
network connects large-scale server clusters and is a bridge for transfer-
ring computing and storing data. In general, the datacenter is ideally
equipped to provide network services with high throughput and low
latency. Managing the traffic in the datacenter network can improve
the overall utilization of the network link, reduce the congestion
of the network, and reduce the retransmission in the transmission
process. Therefore, it is critical to design a reasonable and efficient
load balancing scheme for the datacenter network among the available
multiple paths.

In recent years, many load balancing schemes have been proposed
to make full use of parallel paths in datacenters. Whether CONGA (Al-
izadeh et al., 2014) and LetFlow (Vanini et al., 2017) are transmitted at
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the flowlet granularity, or RPS (Dixit et al., 2013) and DRILL (Ghorbani
et al., 2017) are transmitted at the packet level, there are inevitable
defects in the transmission process. RPS and DRILL divide flows at
packet granularity, and select the next hop for each packet according
to the local queue length to make use of multiple paths. In this way,
although they can make full use of link resources and improve link
utilization, they also cause the problem that data packets are easy to
be out of order. While CONGA and LetFlow reroute the flows with the
flowlet granularity, which will not cause too many packet reordering.
However, due to the mechanism properties of them, the feedback time
of CONGA is prolonged and LetFlow adopts random routing. Disadvan-
tages of CONGA and LetFlow are easy to cause link congestion, high
delay and other shortcomings.

In addition, for flows smaller than 100 KB, Hermes (Zhang et al.,
2017) uses routing without switching. Other flows use packet trans-
mission granularity for multi-path forwarding, and make rerouting
decisions according to path status and flow status. However, although
Hermes distinguishes between traffic, it still ignores the precondition
of short flows priority. When it is impossible to meet the requirements
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of short flows with low delay and long flows with high throughput at
the same time, short flows should be given priority. That is, the first
condition is to meet the deadline for short flows, and then the goal is
to achieve high throughput for long flows.

At present, most existing load balancing schemes do not realize the
problem of heterogeneous network traffic characteristics. About 80%
of the traffic is only provided by about 20% of throughput sensitive
long flows, and about 80% of delay sensitive short flows only provide
about 20% of the traffic (Alizadeh et al., 2010; Munir et al., 2013;
Benson et al., 2010). In addition, there is another type of flow in the
datacenter called best-effort (BE) flow (Zhang et al., 2022; Chen et al.,
2016), which does not require low latency and high throughput, such
as background backup traffic and other mass storage tasks. Therefore,
in the large environment of datacenter network, if all flows are rerouted
with the same granularity, many adverse consequences will occur. Long
and short flows will compete for link resources, short flows are prone
to long tail queuing delays, as well as excessive use of link resources
by the BE flows. In this way, average flow completion time (AFCT) of
short flows will be prolonged and the throughput of long flows will be
reduced.

In view of the above shortcomings, this paper proposes a load
balancing mechanism called LBT. It divides the flows into short flows,
long flows and BE flows according to the different traffic characteris-
tics. On this basis, we set two thresholds in the transmission queue.
These two thresholds change dynamically in real time, taking the load
strength of long and short traffic and the load strength of the whole
link as the impact conditions respectively. During transmission, we
prioritize short flows and transmit short flows at flow level to avoid
being out of order. The queue length chosen for short flows is the
shortest queue on the links, which leaves sufficient paths for short
flows and greatly reduces the probability of congestion. Both long
flows and BE flows use adaptive granularity of transmission. Among
them, long flows and BE flows select the port with the longest queue
length within the first threshold and the second threshold respectively.
This effectively avoids performance degradation caused by competition
between heterogeneous flows, thus guaranteeing low latency for short
flows and throughput for long flows. In addition, LBT only needs to be
deployed on the switches.

The main contributions of this paper are as follows:

• We conduct in-depth research to analyze the two main issues
brought on by the transmission of heterogeneous traffic at the
same granularity: throughput and link utilization decline due to
the disorder of the coexistence of long and short flows, and delay
increases as a result of the long tail congestion of short flows.

• We propose a load balancing scheme LBT, which introduces BE
flow and calculates different thresholds by sensing traffic load, so
as to flexibly switch the transmission granularity of long flows and
BE flows. In order to prevent long tail congestion and frequent
disorder, LBT specifically determines the switching granularity of
long flows and BE flows based on the load strengths of long flows
and short flows as well as the link’s overall load strength.

• We reroute different types of traffic in accordance with certain
thresholds in order to achieve low latency and high throughput.
By avoiding long flows multi-path transmission while the long
flows and short flows are on the same path, this will give short
flows greater link resources. The results of our theoretical analysis
of threshold setting’s efficacy demonstrate that doing so signifi-
cantly lowers the probability of short flows being congested and
increases the throughput of long flows.

• We illustrate that the performance of LBT is significantly superior
than the traditional load balancing scheme using NS-2 to simulate
the traffic scenarios of Web Server, Web Search, and Data Mining.
In particular, LBT decreases the AFCT by 55.9% ∼ 65.4% for short
flows under 0.5 load in Data Mining scenario when compares to
2

ECMP, CONGA, DRILL, LetFlow, and Hermes.
Fig. 1. Leaf-spine topology.

The rest of the paper is organized as following. We set up the
motivation in Section 2. In Sections 3 and 4, we describe the overview
of design and introduce the details of LBT, respectively. We discuss the
implementation in Section 5. In Section 6, we show large-scale NS-2
simulation results. In Section 7, we present the related work and then
conclude the paper in Section 8.

2. Motivation

2.1. Traffic differentiations are ignored

As we all know, the datacenter contains tens of thousands of
flows (Wang et al., 2022; Hu et al., 2018; Wang et al., 2021), and
the data flows produced by various applications require various levels
of network transmission performance (Wilson et al., 2011; Vamanan
et al., 2012). According to the traffic distribution in the datacenter,
traffic is often classified into long flows and short flows using the 100
KB (Chen et al., 2016; Kheirkhah et al., 2016) measurement standard.
Service applications with severe latency requirements, like online real-
time search, information interaction, etc., are the main sources of short
flows. High network throughput applications, such file backup, are the
main source of long flows. There are, however, some datacenter flows
that simply call for a limited quantity of transmission. These flows,
collectively known as BE flows, do not need to respond quickly or
produce output with a high throughput. Moreover, there are no task
deadlines in this flow. When transferred inside a datacenter, they just
need to be sent completely from the sender to the receiver. Hence one
can see that the transmission priority of BE flows is obviously lower
than that of long flows and short flows. It can automatically reduce
the transmission volume when the link is busy, or even suspend the
transmission to alleviate the link congestion. In addition, BE flows do
not compete with long flows and short flows for link resources. This
advantage can allow long flows and short flows to have more link
resources, thus achieving the transmission effect of low latency and
high throughput.

However, BE flows are not considered in the existing load balancing
schemes (e.g. ECMP Zhang et al., 2014 and Hermes). Most schemes
choose to ignore the flows characteristics so as not distinguish flows
or simply distinguish flows. Simply divide flows into long flows or
short flows according to the rule of whether the flow size is greater
than 100 KB. In the scheme of these two classifications, ECMP does
not distinguish between long flows and short flows. It uses Hash func-
tions to disperse long flows and short flows to equivalent multipath.
Although this ensures the fairness of the transmission, it will inevitably
lead to the negative impact of long and short flows going the same
path. Specifically, long flows blocking short flows, short flows waiting
time is too long and easy to lead to link congestion. At the same
time, although Hermes complies with the demand of traffic, it uses
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Fig. 2. Performance under different load balancing schemes.
Fig. 3. Performance under different traffic loads.
the method of dividing traffic by 100 KB. However, it does not take
the BE flows mentioned above into account, which may cause the BE
flows to occupy too much link resources. In this way, the transmission
performance of long and short flows will be poor. In a word, compared
with not distinguishing traffic or dividing it into two types of traffic,
the operation of dividing traffic into three types will be more detailed
and more responsive to the transmission requirements of internal traffic
in DCN.

2.2. Rerouting at the same granularity falls short

It can be seen from the traffic characteristics of the datacenter that
the length of the data flow is heavy tailed. That is, 90% of the data
flows come from short flows, while it only provides 20% of the data.
At the same time, 10% of the data flows from the long flow provide
80% of the data (Hu et al., 2019b, 2021). It can be seen that there
are great differences in the frequency and size of long and short flows.
If all flows are transmitted at the same granularity, it will inevitably
waste link resources, cause link congestion, and have other undesirable
consequences.

The traffic of the datacenter is ever-changing. In order to meet the
transmission requirements of low latency and high throughput, many
typical load balancing schemes emerge at the historic moment. In the
current classic load balancing schemes. There are ECMP with flow as
the transmission unit, RPS and DRILL with packet granularity, CONGA
and LetFlow with flowlet granularity. Also, Hermes that separate traffic
and transmit them separately. In order to compare the advantages
and disadvantages of various load balancing schemes, we used NS-
2 simulation to carry out a series of experiments. We use leaf-spine
topology in the experiment, as indicated in Fig. 1. The buffer size of
each switch is 256 packets, the bandwidth of each path is 10 Gbps,
and the round-trip propagation latency is 100 μs.

The performance of DCN transmission often depends on the trans-
mission of long flows and short flows. Therefore, we compare the AFCT
of short flows and the average throughput of long flows in various
3

schemes. It can be seen from (a) and (b) of Fig. 2 that the AFCT of
short flows of ECMP is significantly higher than that of DRILL and
Hermes. This is because ECMP adopts a transmission mode that does
not distinguish between long and short flows. Short flows are prone
to long tail delay, which leads to an increase in AFCT. DRILL adopts
packet granularity transmission, which is easy to make short flows
retransmit out of order, and ultimately lead to the increase of short flow
delay. Meanwhile, when comparing the average throughput of long
traffic, we can find that the flow granularity transmission scheme has
lower load than other granularity transmission schemes, and Hermes
has the highest performance due to its ability to distinguish traffic.
ECMP uses hash hashing to schedule flows, and different flows may
choose the same fixed path for forwarding, which can easily cause
network congestion and reduce throughput. For Hermès, although its
performance is better than that of other schemes, due to its global con-
gestion awareness and conservative routing characteristics, it cannot
achieve optimal routing in the transmission process. It can be seen that
the scheme of transmission with the same granularity is difficult to
achieve balance between short flows requiring low latency and long
flows requiring high throughput.

In addition, link resources are extremely valuable. During network
transmission, we should try our best to avoid link waste and ensure the
highest link utilization. In order to compare which granularity has the
highest throughput from the perspective of transmission granularity,
we select load balancing schemes representing different granularity
transmission for comparison. ECMP stands for flow, Conga stands for
flowlet, and DRILL stands for package granularity scheme. From our
experimental results, we can see that the link utilization of packet
granularity DRILL is the highest, followed by the flowlet granularity
CONGA. And the last one is ECMP, which is prone to link congestion
and is transmitted at flow granularity. It can be seen that packet gran-
ularity transmission is the most friendly indicator of link utilization,
while flow granularity transmission will greatly reduce the utilization
of link resources. Refer to Fig. 2(c) for details.

In order to further judge the advantages and disadvantages of
various schemes under different conditions, we conduct experiments
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on mixed traffic under different load intensities. In the experiment, the
mixed traffic transmission mode is adopted, that is, the long and short
flows are transmitted at the same time. The load intensity represents
the density of the long and short flows on the link, the value range
is 0 to 1. The closer the value is to 1, the greater the load intensity.
It can be seen in Fig. 3(a) that when the load increases, the AFCT
of short flows will increase. The changes in Hermes and ECMP are
obvious, because Hermes does not prioritize short flows, and ECMP is
short flows typically experience long tail congestion. On the other hand,
the average throughput of long flows in all schemes rapidly decreases
as the load is increased. Even when the load strength reaches 0.6, the
average throughput is only one sixth of that when the load strength is
0.1. For details, refer to Fig. 3(b).

Finally, there are often many short flows with deadline in DCN.
To ensure the quality of service, these short flows must be completed
within the deadline. In order to compare the transmission performance
of various load balancing schemes for this type of traffic, we define the
deadline for each short flows to be consistent with other articles (Al-
izadeh et al., 2014; Vanini et al., 2017; Dixit et al., 2013; Ghorbani
et al., 2017; Zhang et al., 2017). It can be seen from Fig. 3 that with the
increase of load strength, the performance of all load balancing schemes
decreases. Moreover, the disadvantages of ECMP performance are very
obvious. The probability of short flows missing the deadline can be as
high as about 90%. Hermes, which takes a long time to perceive global
congestion routing, and DRILL, which is prone to packet chaos, still
have a high probability of missing the deadline.

After comparing several indicators such as the AFCT of short flows,
the average throughput of long flows and link utilization, we can
easily find that the existing load balancing schemes for the same
granularity transmission are difficult to balance each other. In packet
granularity transmission, there is often an imbalance between high link
utilization and high latency. At flow level, the contradiction between
high throughput of long flows and high delay of short flows is more
intense. Even CONGA based on flowlet transmission cannot obtain
optimal solutions to these problems. Therefore, the transmission mode
with the same granularity in DCN cannot meet all kinds of transmission
requirements, and many defects cannot be avoided.

3. Design overview

In this section, we will provide a detailed overview of LBT. The key
to LBT is to divide DCN traffic into three different types of traffic and
adaptively adjust the switching granularity for long flows and BE flows.
This allows to choose the best way for each packet per flow, reducing
queuing time for short flows and ensuring multi-path transmission for
long flows. To be more specific, short flows are transmitted at the
granularity of flow and are routed in the shortest queue to avoid packet
retransmission and link congestion. On the other hand, we calculate
two different thresholds according to different load intensities, so that
long flows and BE flows can be adjusted to select routes according to
the threshold while switching granularity, so as to achieve short flows
priority and long flows multi-path transmission. LBT consists of three
modules, as shown in Fig. 4.

(1) Traffic differentiation model: In LBT, we divide the traffic
transmitted within the DCN into three types of traffic according to their
different transmission needs, namely short flows, long flows, and BE
flows. Among them, the premise is to reduce the time delay of short
flows (Hannabuss, 2012) and improve the transmission performance of
the long flows at the same time.

(2) Threshold calculation model: The paper of threshold cal-
culation is carried out in the switches, which mainly includes load
intensity estimation (long and short flows load and overall link load)
and threshold calculation. To be more specific, the ratio of the link’s
existing long and short flows to its maximum transmission capacity
determines the first load intensity in real time. Then, determine the
switching granularity of the long flows, which is the first threshold. The
4

Fig. 4. LBT architecture.

ratio of all existing flows on the link to the maximum transmission of
the whole links is used to calculate another load intensity. Finally, the
switching granularity of BE flows is computed as the second threshold.

(3) Routing selection model: In addition to selecting the forward-
ng path based on the output port’s real-time queue length, the routing
odel is primarily in charge of switching long flows and BE flows with
ifferent granularities in accordance with the threshold. Due mainly to
he requirements for giving short flows priority protection, short flows
se the link’s shortest queue port to minimize congestion and shorten
ueue times. Long flows choose the longest queue port available inside
he first threshold at the same time in an effort to minimize long flow
ongestion and accomplish multi-path transmission. Finally, BE flows
elect longest lost port within the second threshold in an effort to avoid
ompeting for resources with long and short flows.

. Design details

.1. Threshold calculation

In DCNs, there are several long flows with high throughput to
aintain and numerous short flows with extremely short AFCT to

nsure. As a result, the objective of this paper’s research is to de-
elop a load-balancing system that satisfies the requirements of diverse
raffic transmissions. In our design, we introduce BE flows based on
he fundamental ideas of long and short flows, and we regulate the
witching granularity of both based on various thresholds. In this way,
E flows will not use up too many link resources when the low delay
ransmission requirements of short flows are met, enabling the multi-
esource transmission of long flows. We employ the queuing model for
hreshold calculations in order to meet the design goals.

As we all know, the short flows in DCN are very bursty (Hu
t al., 2019a), in which the flow size and number are ever-changing.
n accordance with this feature, LBT will determine the long and
hort traffic loads as well as all traffic loads in real-time, and it will
eriodically update the threshold to effectively prevent the negative
ffects brought on by the fixed threshold’s inapplicability to different
ransmission conditions. Because prior research (Alizadeh et al., 2014)
as shown that the inactive interval between the two bursts is 500 μs,

LBT simultaneously adjusts the time interval for dynamically updating
the two thresholds to this value.

Theoretically, when the traffic load increases, the threshold value
will increase accordingly. And the handover granularity of long flows
and BE flows will be increased to guarantee that there are sufficient
transmission paths for short flows, and avoid congestion of short flows
resulting in long queuing delays. At the same time, when the traffic load
decreases, the threshold will decrease. After the handover granularity
of long flows and BE flows is reduced, the long flows and BE flows can

be flexibly switched on multiple paths to improve the link utilization
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Table 1
Key parameters in LBT.

Symbol Represents meaning

K The number of all equivalent paths
R Round-trip propagation delay
W Maximum window size (64 KB)
l Load strength
G Bottleneck link capacity
Ps Pl Pb Number of short flows, long flows and BE flows
Xs Xl Xb Average byte size of short flows, long flows and BE flows
Ks Kl Kb Number of links of short flows, long flows and BE flows

and long flows throughput. All in all, the adaptive granularity of long
flows and BE flows can ensure the transmission requirements of both
latency-sensitive short flows and throughput-sensitive long flows.

Because queueing models with generic interarrival time distribu-
tions are difficult to evaluate and there are few findings (Hu et al.,
2019a), we construct our model on partial assumptions. We take into
account the phenomenon of traffic transmission timeouts and retrans-
missions in DCNs, but abstract the transmission link of DCN as M/G/1
FCFS queueing model with unlimited buffers. To get a clear picture of
the model-building process, we show some key symbols in Table 1.

First, LBT calculates the first load strength based on the ratio of the
existing long flows and short flows load to the link capacity 𝑙1.

𝑙1 =
𝑃𝑠 ⋅𝑋𝑠 + 𝑃𝑙 ⋅𝑋𝑙

𝐾 ⋅ 𝐺
(1)

Then, another load strength is estimated according to the ratio of all
existing flows on the links to the maximum transmission of the entire
link 𝑙2.

𝑙2 =
𝑃𝑠 ⋅𝑋𝑠 + 𝑃𝑙 ⋅𝑋𝑙 + 𝑃𝑏 ⋅𝑋𝑏

𝐾 ⋅ 𝐺
(2)

In the process of transmission, the long flows will be transmitted
to the longest queue port within the first threshold by default, and
the BE flows will be transmitted to the longest queue port within
the second threshold. When the queue length of the long flows being
transmitted is greater than 𝑄1 (The values of 𝑄1 and 𝑄2 are updated
in real time), the long flows will be rerouted to the next longest queue
port within the first threshold. Long flows of packets transmitted on the
link (𝑄1 ⋅𝐾𝑙)and the number of packets queued on the link(𝐾𝑙 ⋅ 𝑡 ⋅𝐺) is
equal to the total amount of data in the long flows.

Like the long flows, when the queue length of the BE flows being
transmitted is greater than 𝑄2, the BE flows will also be rerouted, and
it will be rerouted to the next longest queue port within the second
threshold. Long flows of packets transmitted on the link (𝑄2 ⋅ 𝐾𝑏)and
the number of packets queued on the link(𝐾𝑏 ⋅ 𝑡 ⋅𝐺) is equal to the total
amount of data in the long flows.

Because short flows are fewer than 100 KB in DCN, their sizes
are pretty small (Xu and Li, 2014; He et al., 2022). As a result, the
transmission of these short flows is finished during the sluggish start
period. Sluggish start period means that every time the TCP receiving
window receives an acknowledgment, it will grow, that is, each short
flow will first send 2𝑚 packets, then 4𝑚, 8𝑚, etc. Therefore, the number
of RTT rounds required to complete the short flow transmission of 𝑋𝑠
bytes is log2

𝑋𝑠
𝑚 + 1.

During transmission, short flows are transmitted with the flow as the
ransmission unit, so the FCT of the short flows: 𝐹𝐶𝑇𝑠 =

∑𝑛
𝑞=1

𝑊𝑞
𝑋𝑠

+ 𝑋𝑠
𝐺 ,

and the 𝑋𝑠
𝐺 is the transmission delay. Then the FCT formula of short

flows is as follows.

𝐸[𝐹𝐶𝑇𝑠] = (log2
𝑋𝑠
𝑚

+ 1) ⋅
𝐸[𝑊𝑞]
𝑋𝑠

+
𝑋𝑠
𝐺

(3)

The M/G/1-FCFS queuing model is used to simulate the average
ueuing delay (Chen et al., 2016; Xu and Li, 2014; Alizadeh et al.,
5

013), and 𝐸[𝑊 𝑞] may be estimated using the well-known Pollaczek
hintchine method.

[𝑊𝑞] =
𝑙

1 − 𝑙
⋅
1 + 𝐶2

𝑆
2

⋅ 𝐸[𝑆] = 𝑙
1 − 𝑙

⋅
𝐸[𝑆]2

2𝐸[𝑆]
(4)

where 𝐶2
𝑆 is the squared coefficient of variation of the service distribu-

tion, and 𝐶2
𝑆 = 𝑉 𝑎𝑟[𝑆]

𝐸[𝑆]2 . In addition, S represents the service time, E[S]
represents the average service time of each short flow, that is 𝑊

𝐺 . So,
[𝑊𝑞] can be calculated as.

[𝑊𝑞] =
𝑙

2(1 − 𝑙)
⋅
𝑊
𝐺

(5)

Thus, according to the above Eqs. (1), (4) and (5), we can get the
FCT of short flows formula related to the first threshold as follows.

𝐸[𝐹𝐶𝑇𝑠] =
𝑊 (log2

𝑋𝑠
𝑚 + 1)(𝑃𝑠𝑋𝑠 + 𝑃𝑙𝑋𝑙)

2𝐺𝑋𝑠((𝐾𝑠 +
𝑃𝑙𝑋𝑙

(𝑄1+𝑡𝐺) +𝐾𝑏)𝐺 − 𝑃𝑠𝑋𝑠 − 𝑃𝑙𝑋𝑙)
+

𝑋𝑠
𝐺

(6)

And, according to the above Eqs. (2), (4) and (5), we can get the
AFCT of short flows formula related to the second threshold as follows.

𝐸[𝐹𝐶𝑇𝑠] =
𝑊 (log2

𝑋𝑠
𝑚 + 1)(𝑃𝑠𝑋𝑠 + 𝑃𝑙𝑋𝑙 + 𝑃𝑏𝑋𝑏)

2𝐺𝑋𝑠((𝐾𝑠 +𝐾𝑙 +
𝑃𝑏𝑋𝑏

(𝑄2+𝑡𝐺) )𝐺 − 𝑃𝑠𝑋𝑠 − 𝑃𝑙𝑋𝑙 − 𝑃𝑏𝑋𝑏)
+
𝑋𝑠
𝐺

(7)

Finally, we get the first thresholds as

𝑄1 =
𝑃𝑙𝑋𝑙

𝑍1 −𝐾𝑠 −𝐾𝑏
− 𝐺𝑡 (8)

here 𝑍1 is

1 =
𝑊 (log2

𝑋𝑠
𝑚 + 1)(𝑃𝑠𝑋𝑠 + 𝑃𝑙𝑋𝑙)

2(𝐸[𝐹𝐶𝑇𝑠] −
𝑋𝑠
𝐺 )𝑋𝑠𝐺2

+
𝑃𝑠𝑋𝑠 + 𝑃𝑙𝑋𝑙

𝐺
(9)

The expression of the second thresholds as

𝑄2 =
𝑃𝑏𝑋𝑏

𝑍2 −𝐾𝑠 −𝐾𝑙
− 𝐺𝑡 (10)

here 𝑍2 is

2 =
𝑊 (log2

𝑋𝑠
𝑚 + 1)(𝑃𝑠𝑋𝑠 + 𝑃𝑙𝑋𝑙 + 𝑃𝑏𝑋𝑏)

2(𝐸[𝐹𝐶𝑇𝑠] −
𝑋𝑠
𝐺 )𝑋𝑠𝐺2

+
𝑃𝑠𝑋𝑠 + 𝑃𝑙𝑋𝑙 + 𝑃𝑏𝑋𝑏

𝐺
(11)

𝑄1 and 𝑄2 are the two thresholds on the links. Specifically, the
switch selects routes according to the threshold size and the real-time
queue length on the link. If the queue length on the link exceeds 𝑄1 at
this time, the long flows will select another link with the longest queue
length within 𝑄1 for rerouting. In the same way, BE flows are judged
according to the value of 𝑄2. In addition, according to Formulas (8) and
(10), the values of 𝑄1 and 𝑄2 are closely related to the flow completion
time of short flows. It can be seen that the two thresholds obtained by
sensing different traffic loads including short flows are elastic to traffic
patterns with time changes.

4.2. Routing selection

To reduce the negative impact of interaction between the various
flows, LBT uses two different thresholds to toggle granularity bound-
aries and uses different strategies to transmit the three flows. As shown
in Algorithm 1, three flows have different routing selections:

For short flows, they have low latency transmission requirements.
When routing, in order to minimize waiting time, short flows will
always choose the queue on the link with the least queue length. In
addition, in LBT, the transmission will be based on the transmission
granularity of the short flows to avoid the transmission delay caused
by disorder.

For long flows, their priority is lower than that of short flows, so
their path selection is the port with the longest queue length within
the first threshold. They take the first threshold as the boundary of
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handover granularity. When a new message arrives at the switch and
the queue length on the link reaches the first threshold, it will select
the handover transmission path and reroute the message to other ports
with the longest queue length within the first threshold. In this way, the
high delay caused by long and short flows in the same path and short
flows waiting for long flows transmission can be reduced, and the low
delay transmission of short flows can be guaranteed. In extreme cases,
the existing queue length has reached the first threshold. At this time,
the long flows packets are forwarded to the port with the longest queue
on the link, and the short flows transmission still takes priority.

For BE flows, their priority is the lowest, and their path selection
is the port with the longest queue length within the second threshold.
Their path selection is similar to that of long flows, but their switching
granularity is based on the second threshold. According to the threshold
calculation, the greater the load, the greater the threshold. Compared
with the first threshold, the second threshold increases the load of BE
flows. Therefore, the second threshold will always be greater than the
first threshold. When the load is heavy, it can be transmitted on one link
without affecting other links. On the contrary, when the load is small,
the handover granularity will be larger than that of the long flows,
so that the long flows has more link resources. Even when the link is
congested, the BE flows can be paused to free up more link resources.
It is worth noting that the link load will be different at each time, and
the two thresholds will change continuously in each 𝑡 time period (𝑡 is
500 μs by default).

Algorithm 1: Rerouting Algorithm
Input:

The first threshold 𝑄1;
The Second threshold 𝑄2;
Queue length queued on the link 𝑄𝑙𝑒𝑛𝑔𝑡ℎ;

Output:
Port number of the optimal path 𝑃𝑏𝑒𝑠𝑡;

for per packet do
/*Rerouting for short flows*/;
Explore the shortest queue 𝑀𝑖𝑛(𝑄𝑙𝑒𝑛𝑔𝑡ℎ);
𝑃𝑏𝑒𝑠𝑡 = 𝑃𝑀𝑖𝑛(𝑄𝑙𝑒𝑛𝑔𝑡ℎ);
/*Rerouting for long flows*/;
if 𝑄𝑙𝑒𝑛𝑔𝑡ℎ < 𝑄1 then

Mark 𝑄𝑙𝑒𝑛𝑔𝑡ℎ as 𝑄𝑙𝑒𝑛𝑔𝑡ℎ1;
Explore the longest queue in Q1 range 𝑀𝑎𝑥(𝑄𝑙𝑒𝑛𝑔𝑡ℎ1);
𝑃𝑏𝑒𝑠𝑡 = 𝑃𝑀𝑎𝑥(𝑄𝑙𝑒𝑛𝑔𝑡ℎ1);

else
Explore the longest queue 𝑀𝑎𝑥(𝑄𝑙𝑒𝑛𝑔𝑡ℎ);
𝑃𝑏𝑒𝑠𝑡 = 𝑃𝑀𝑎𝑥(𝑄𝑙𝑒𝑛𝑔𝑡ℎ);

end
/*Rerouting for BE flows*/;
if 𝑄𝑙𝑒𝑛𝑔𝑡ℎ < 𝑄2 then

Mark 𝑄𝑙𝑒𝑛𝑔𝑡ℎ as 𝑄𝑙𝑒𝑛𝑔𝑡ℎ2;
Explore the longest queue in Q2 range 𝑀𝑎𝑥(𝑄𝑙𝑒𝑛𝑔𝑡ℎ2);
𝑃𝑏𝑒𝑠𝑡 = 𝑃𝑀𝑎𝑥(𝑄𝑙𝑒𝑛𝑔𝑡ℎ2);

else
Explore the longest queue 𝑀𝑎𝑥(𝑄𝑙𝑒𝑛𝑔𝑡ℎ);
𝑃𝑏𝑒𝑠𝑡 = 𝑃𝑀𝑎𝑥(𝑄𝑙𝑒𝑛𝑔𝑡ℎ);

end
return 𝑃𝑏𝑒𝑠𝑡

end

5. Implementation

To implement the LBT, we fully understand the fundamentals of
various traffic and transmission requirements in the datacenter. The
first is to lessen the AFCT of the short flow and prevent the detrimental
6

effects of the long tail obstruction brought on by long and short flows
traveling in the same direction. The second is to employ multi-path
transmission to increase link resources and enhance the transmission
of long flows that are throughput-sensitive. Furthermore, we point out
that BE fluxes, another sort of background flow, do not demand fast
throughput or low latency. In the event of link load, it can coordinate
efforts to reduce link congestion.

Commercial programmable switches can be used, and the P4 pro-
gramming language can be used to specify how the switch handles
packets because of the design features of LBT area diversion, threshold
calculation, and multiple routing. The BE flows will automatically be
recognized from the other two flows due to a priori knowledge. When
dealing with long and short flows, the host first interprets them as short
flows. If the sent field size indicated on the host side is greater than 100
KB, it is divided into long flows. The P4 switch can supply registers and
grow the number of registers by employing more static random access
memory (SRAM) to expand storage since LBT will update the threshold
frequently, which contains numerous variables (such as queue length,
traffic quantity, traffic size, and other factors). In this way, the P4
switch provides an opening for the LBT to actually land while also
offering hardware support for bettering the transmission efficiency of
both long and short flows.

We prioritize short flows above all others in terms of transmis-
sion granularity and routing in order to meet their minimal latency
transmission requirements. To prevent disordering and retransmission,
we carry them at the flows granularity first. To ensure that brief
flows always select the port with the shortest backlog on the link,
we fully guarantee their transmission during routing. We additionally
choose the longest queue in addition to using thresholds to regulate
the switching granularity of the other two flows in order to further
lower the AFCT of short flows. By doing this, large delays brought
on by lengthy queuing of brief flows can be efficiently avoided. In
this approach, under specific circumstances, short flows can still be
transmitted normally despite the existence of a traffic burst.

Additionally, we determine the threshold by detecting the link load
in the switch, and then we use the threshold to control the switching
granularity between long flows and BE flows. In particular, the long
flows are transmitted packet by packet, with each packet’s routing
decided by the threshold and the length of the current queue. The
queuing packets will choose the longest queue with the following queue
length falling inside the first threshold for routing and forwarding once
the queue length hits the threshold. We set 𝑄2 to be bigger than 𝑄1,
meaning that the switching granularity of BE flows is greater than
that of long flows, in order to give the long flows the transmission
advantage. When the load is heavy, BE flows are concentrated more
on a single link in this fashion. Long flows will have more transmission
pathways when the load is not heavy.

6. Evaluation and discussion

We adopt three traditional application scenarios – Web Server, Web
Search, and Data Mining – to test the performance of LBT in large-scale
settings. In terms of traffic distribution, the Web Server has a long flow
to short flow ratio of roughly 1:4 and a short flow size of only 1M. In
the hypothetical Web Search situation, more than 95% of the bytes are
provided by 30% of the flows larger than 1 MB. About 3.6% of the flows
greater than 35 MB in the Data Mining scenario provide 95% of the
bytes, whilst approximately 80% of the flows are smaller than 100 KB,
resulting in a heavy tail distribution (Zhang et al., 2019; Zhou et al.,
2018). Web Search just indexes data and does not require additional
storage space, whereas Web Server runs on the server and occupies
more space in terms of spatial distribution. Also, data from Data Mining
is more unpredictable and unreliable, requiring more space.

We compare LBT with five load balancing schemes: ECMP (Zhang
et al., 2014), CONGA (Alizadeh et al., 2014), DRILL (Ghorbani et al.,
2017), Hermes (Zhang et al., 2017) and LetFlow (Vanini et al., 2017).
The data packet is distributed to the equivalent multi-path using static
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Fig. 5. AFCT for short flows with increasing number of paths.

ash in ECMP, which employs the flow as the transmission unit. With
he flowlet serving as the transmission unit for CONGA and Letflow,
ONGA chooses the best next hop for the traffic based on real-time

eedback of the global information of the end-to-end path condition.
etflow classifies packet clusters based on predetermined intervals of
ime and randomly chooses forwarding ports for each cluster. Drill
hooses the least loaded port as the packet forwarding port by com-
aring the queue lengths of the two currently randomly chosen ports
ith the least loaded port from the past. Drill uses the packet as the

ransmission unit. Hermes, which divides traffic transmission, decides
hether to reroute short flows at the flow level or long flows at the
acket level depending on the status of the path and the flow.

We utilize the leaf-spine topology, which has 8 leaves and 9 spines,
s the transmission architecture in line with the motivation experiment.
he whole network’s switch buffer capacity is 256 packets, and each
ost is connected through a 10 Gbps link with a 100 μs round-trip prop-
gation delay. Moreover, all flows are created via the Poisson process
etween random host pairings. To fully assess the performance of LBT,
he standard DCTCP (Alizadeh et al., 2010) transmission protocol will
lso be employed, and the load will range from 0.1 to 0.7. It is worth
oting that the two thresholds will be 500 μs is periodically updated,
hich means that the switching granularity between long flows and BE

lows will change periodically.

.1. Performance under Web Server workload

.1.1. Performance with varying paths
In DCNs, many-to-many transmissions of data are often sent and

ransmitted. Therefore, a decent load balancing scheme must be com-
atible with multi-path transmission environments. In this section, we
un simulation tests with various path numbers to see if LBT works well
n a multi-path network setting. As the number of routes increased, we
hose four transmission scenarios with 3, 5, 7 and 9 links to examine
he effects of various load schemes on AFCT of short flows. In Fig. 5,
he experimental results are displayed.

Theoretically, the greater the number of transmission links, the
reater the number of paths from which to pick, and the effect of
hort flows will similarly trend lower. As shown in Fig. 5, the AFCT
f short flows in each of the six load balancing schemes reduces as the
umber of routes rises. However, it is not difficult to discover that the
FCT of short flow differs when the number of links is changed and
lternative load schemes are used. When there are 3 or 5 connections,
he six load balancing strategies do not provide significantly different
FCT of short flows. However, it is worth noting that when there are
links, the AFCT of short flows in LBT is about 1 ms, which is only

alf of other schemes. Even when the number of links increases to
7

f

, only the AFCT of short flows in LBT is less than 1 ms, and other
chemes’ AFCT is greater than 1 ms. This is because LBT adopts the
ransmission mechanism of multiple protection against short flows.
he long flows choose the link with the longest queue length inside
he first threshold whereas the short flows choose the link with the
east link queue length on the existing path. It seeks to minimize the
FCT of short flows by preventing the long flows from obstructing the
hort flows and ensuring that the short flows are transported via the
east obstructed links. However, Hermes relies on global congestion
erouting and has a long feedback time, which leads to a decline in the
ransmission performance of short flows. In addition, DRILL, LetFlow
nd CONGA of packet granularity and flowlet granularity transmission
ill also aggravate the occurrence of disorder due to the increase in

he number of links. The short board of long flows obstructing short
lows must be taken into account by ECMP, and the increase in the
umber of pathways will not make this fault go away. To sum up, LBT
till performs well in terms of transmission despite the change in the
umber of links.

.1.2. Performance with varying load
To further verify the performance of LBT, we compare it with five

ypical load balancing schemes under different load levels. In actual
cenarios, some burst traffic will occasionally occur. Undoubtedly, they
ill increase the burden of the network, which is also an emergency

hat must be considered. Therefore, in order to determine if these load
alancing strategies can still work well under high load strength, we
ompare them to the AFCT of short flows under various load intensities.

Fig. 6 (a) shows the AFCT of short flows with these load balancing
chemes when the load ranges from 0.1 to 0.7. On the whole, with
he increase of load, the AFCT of short flows in all schemes shows
n upward trend. The result of this experiment accords with common
ense. The heavy load in the DCN means that the traffic transmission
ompetition is more intense at the same time, which is prone to
ongestion and packet loss. In detail, the AFCT of short flows in the
our load balancing schemes, DRILL, CONGA, ECMP and LetFlow, have
ittle difference with the increase of workload. On the contrary, the
FCT of LBT and Hermes under different workloads show obvious
ifferences. Among them, when load reaches 0.5, the AFCT for short
lows of Hermes increases rapidly. The possible cause is that Hermes
ses global congestion awareness, which will generate an additional
eedback delay. With the increase of the workload, the effect of the
eedback delay is gradually aggravated. In addition, the LBT at the
ottom is the most noteworthy. With the increasing workload, the AFCT
f its short flows increases slowly, and the overall upward trend is
elatively slow.

In order to analyze this result more clearly, we select the case of
.3 workload for further analysis, and the result is shown in Fig. 6(b).
s previously analyzed, the 99th-ile FCT in LBT is the smallest, and the
esults of the other five load balancing schemes are similar. Therefore,
rom the experimental results, LBT significantly reduces the flow com-
letion time compared with five typical load balancing schemes. At the
ame time, as the workload increases, LBT also maintains more efficient
erformance.

In addition, long flows are not sensitive to delay requirements, but
ay more attention to the throughput of the links during transmission.
herefore, we compare the throughput of LBT with five load balancing
chemes under different loads. As shown in the experimental results
n Fig. 6(c), as the workload increases, the throughput of long flows
n all schemes decreases gradually. However, it can be seen from the
igure that LBT’s long flows throughput is always higher than other load
alancing schemes. This is because the its long flows select the longest
ueue route within the first threshold, but the long flows select an
daptive granularity transmission mode, which can greatly increase the
ink utilization and thus the throughput of the long flows. In addition,
e distinguish BE flows, which can attain more link resources for long
lows.



Journal of Network and Computer Applications 217 (2023) 103692J. Wang et al.
Fig. 6. Compare the performance in Web Server workload.
Fig. 7. AFCT for short flows with increasing number of paths.

6.2. Performance under Web Search workload

6.2.1. Performance with varying paths
In the larger scale Web Search scenario, we also simulate LBT and

other load balancing schemes under different path numbers. In the
experimental design, we continue to choose four transmission scenarios
with path counts of 3, 5, 7 and 9, and we observe how the AFCT of short
flows varies as the path count rises for these six load balancing schemes
in the Web Search scenario.

Fig. 7 displays the AFCT for short flows in six load-balancing
schemes with various numbers of paths. Roughly speaking, the AFCT
of short flows steadily reduces as there are more transmission links
available. When the number of links of LBT in the Web Search scenario
is 3, 5, or 7, the AFCT of short flows is longer than it is in the Web
Server scenario. This is because there are fewer links available to
accommodate the demands of all traffic due to the increased scope and
volume of the Web Search scenario. The AFCT of the entire short flows
will rise if a portion of it is obstructed. To achieve effective transmission
on the network, there must be enough pathways provided. In addition,
the AFCT of short flows in LBT is lower than that of other schemes,
which is consistent with the findings in the Web Server scenario. The
AFCT of short flows in CONGA, DRILL, and ECMP is more than double
that of LBT, even when there are 9 paths. Therefore, compared with
other schemes, with the increase of the number of links, LBT is better
for short flows transmission.

6.2.2. Performance with varying load
We continue to contrast LBT with five common load balancing

schemes at various load levels in order to determine whether it can
function in a situation at a wider scale. The AFCT of short flows with
8

six schemes with various loads is shown in Fig. 8(a). It demonstrates
that when the load increases, the AFCT of short flow in all schemes
shows an upward trend. When the load is 0.1, the AFCT of short
flows has little difference due to the small amount of flow. With the
increasing workload, the AFCT of DRILL, CONGA, ECMP, LetFlow, and
Hermes’ short flows doubles. On the contrary, the increase of load has
no significant impact on the performance of LBT, and its AFCT of short
flows only slightly increases. In addition, in order to further explain the
transmission performance of LBT. We adjust the load to 0.3 and test
the 99th-ile FCT with multiple load schemes. As shown in Fig. 8(b),
the 99th-ile FCT of LBT is reduced up to 50% compared with ECMP
under 0.3 load. Therefore, it can be concluded that with the increase
of workload, LBT also maintains more efficient performance.

Consistent with the Web Server, we compare the throughput of
the long flows between LBT and five load balancing schemes under
different loads. We also make experimental comparisons on workloads
from 0.1 to 0.7, and the experimental results are shown in Fig. 8(c).
As expected, the throughput of long flows will gradually decrease as
the workload increases. LBT introduces BE flows and adopts adaptive
granularity transmission mode, so it has higher throughput than other
schemes.

6.3. Performance under Data Mining workload

6.3.1. Performance with varying paths
We also simulate LBT and other load balancing schemes in the large-

scale Data Mining scenario with varying numbers of paths. We keep
the same number of paths in the experimental design to analyze how
the AFCT of the short flows changed as the number of paths increased
under the six load balancing schemes in the Data Mining scenario.

According to Fig. 9, in the Data Mining scenario, the AFCT of short
flows steadily reduces as the transmission path increases. Also, the
AFCT of short flows is higher than that of other scenarios because the
traffic proportion and quantity of Data Mining are higher than those
of Web Server and Web Search. In addition, regardless of the number
of paths, the AFCT of short flows in LBT is lower than that of other
schemes, which is consistent with previous scenarios. In light of this,
LBT outperforms other schemes in terms of transmission performance
by implementing multi-path transmission in a variety of large-scale
scenarios.

6.3.2. Performance with varying load
We still compare with five typical load balancing schemes under

various loads to determine whether LBT can apply to the transmission
environment of Data Mining. The AFCT of short flows in all mecha-
nisms exhibits a growing trend with increasing load, as illustrated in
Fig. 10(a). The AFCT of short flows of DRILL, CONGA, ECMP, LetFlow,
and Hermes grows exponentially as the load increases. On the other
hand, the performance of LBT is not significantly impacted by the
increase in load, and its AFCT of short flows only slightly increases.
The AFCT of short flows of LBT is only one third of those schemes,
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Fig. 8. Compare the performance in Web Search workload.
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Fig. 9. AFCT for short flows with increasing number of paths.

ven when the load is 0.5. In addition, it can be seen from 10 (b)
hat when the load is 0.3, the 99th-ile FCT of LBT is always smaller
han that of other mechanisms, while ECMP is the highest due to its
usceptibility to long tail blockage. As a result, it can be said that LBT
as high transmission performance and can adapt to the transmission
nvironment utilizing Data Mining.

In accordance with previous scenarios, we evaluate the throughput
f long flows with LBT and five load balancing schemes under various
oads. We still use different loads for the experiment, and the experi-
ental results are shown in Fig. 10(c). Long flows will gradually lose

hroughput as the load increases, as is to be expected. However, due
o the features of adaptive switching of transmission granularity and
ulti-path transmission, the throughput of long flows can be higher

ompared to previous load balancing schemes.

.4. Performance with Incast traffic

Many distributed storage or computing activities, including Hadoop
nd MapReduce, are frequently present in the current datacenter work
nvironment. Even if these computing services have a significant eco-
omic impact, the inescapable Incast communication mode causes
everal optimization difficulties for the real network transmission. A
ost makes data requests to numerous servers at once, and the server
luster responds at the same time. This is referred to as an incast,
nd it results in a significant rise in transmission traffic. Burst Incast
ill cause a lot of packets to get congested at the switch’s outlet,
hich will lead to buffer overflow and high latency. How to handle the

ncast communication mode is crucial for the datacenter with highly
emanding low latency transmission.
9

f

We use the parameter settings of NDP (Handley et al., 2017) in the
simulated Incast experiment to verify the transmission performance of
LBT in the Incast communication mode. One long-lived flow is sent
by host 1, and one long-lived BE flow is transmitted by host 2. Start
a short-lived 64-to −1 incast traffic pattern, transmitting 900KB each
ncast flow to host 3. Additional environments match those described in
he Evaluation section. As seen in Fig. 11, when the incast occurs, the
hroughput of LBT is seen to be on a declining trend. Yet, because LBT
tself has the transmission benefit of adjusting to burst flow, its value
s significantly larger than that of DCTCP as the congestion control
ransmission schemes. According to LBT, each traffic flow selects the
ath with the smallest queue length. Since the first hop occurs in cast,
his enables LBT to quickly change the load and reduce congestion in
ot spots. By efficiently avoiding traffic congestion on a single link, all
raffic is forwarded to the shortest queue, decreasing packet loss and
ncreasing throughput.

. Related work

With the continuous expansion of the datacenter network scale,
he significant increase of network bandwidth and the continuous
nhancement of traffic burst, how to improve the data center network
ransmission performance is a critical issue. In recent years, there are
any load balancing schemes (Milani and Navimipour, 2016; Toosi

t al., 2017) have emerged to improve the network transmission per-
ormance of the datacenter. These schemes based on heterogeneous
raffic transmission can be divided into different cases according to the
ransmission granularity. We will discuss and summarize the existing
chemes and their advantages and disadvantages.
The schemes based on flow granularity transmission. The most

lassic ECMP (Zhang et al., 2014) scheme uses static hashes to disperse
ata flows to equivalent multipath. Because ECMP cannot sense con-
estion, its performance is greatly reduced. According to connection
apacity, WCMP (Zhou et al., 2014) adds weight to ECMP and hashes
raffic to each path separately. However, both of them are prone to hash
ollision. Hedera (Al-Fares et al., 2010) uses the central controller to
eroute long flows encountering congestion, which solves the problem.
mniFlow (Wen et al., 2016) combines load balancing and flow control

o dynamically adjust routing paths to make full use of bandwidth.
he scheme based on flow granularity can also divide different routes
ccording to different needs of long and short flows. OFload (Trestian
t al., 2017) uses OpenFlow switches to plan different routes for long
lows and short flows. Hermes (Zhang et al., 2017) makes different
erouting decisions for flows with different size according to path status
nd flow status. However, the flow granularity based routing method
as a low utilization rate of multi-path, and it is inflexible for long flow
witching paths.
The schemes based on packet granularity transmission. RPS

Dixit et al., 2013) utilizes all route resources by randomly dispersing
ach data packet onto the path. DRB (Cao et al., 2013) selects the path
or each data packet by polling to avoid selecting the same path for
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Fig. 10. Compare the performance in Data Mining workload.
Fig. 11. Throughput comparison with incast traffic.

onsecutive data packets. Drill (Ghorbani et al., 2017) selects the port
ith the lowest load as the packet forwarding port by comparing the
ueue length of two currently randomly selected ports and the port
ith the lowest load previously. Although the scheme based on packet
ranularity solves the problem of insufficient path utilization, it comes
ith the problem of out of order. Out of order in the network will

ause the sending port to reduce the sending rate, thus reducing the
hroughput.
The schemes based on flowlet granularity transmission. CONGA

(Alizadeh et al., 2014) selects the optimal next hop for traffic based
on end-to-end path state real-time feedback of global information.
Letflow (Vanini et al., 2017) distinguishes packet clusters according
to a fixed time interval, and randomly selects a forwarding port for
each cluster. However, FLARE stipulates that traffic rerouting occurs
when the time interval between two clusters is greater than the max-
imum delay difference of the path. The scheme based on the flowlet
granularity balances the packet granularity with the flow granularity,
and makes a compromise between reordering and insufficient path
utilization. However, the value of flow timeout is still controversial.
When the flow timeout value is large, the traffic rerouting opportunities
become less, and the path utilization is insufficient. When the flow
timeout value is small, rerouting occurs frequently, and the disorder
problem follows.

The schemes based on flowcell granularity transmission. Presto
(He et al., 2015) divides the long and short flows into fixed units of 64
kb and iterates over multiple paths in a circular manner. Luopan (Wang
et al., 2019) samples part of the paths regularly and forwards the fixed
size packets to the path with the minimum queue length. Because such
schemes always reroute with fixed cells, there will be problems of low
flexibility and adaptability in the highly dynamic datacenter network
environment.

The above four types of schemes with different granularity have
10

their own advantages, but the above load balancing schemes have
different research defects due to the same granularity transmission. In
LBT, we are no longer limited to two types of traffic, but join BE flows.
In addition, We set two thresholds to control the granularity of the
transmission of long flows and BE flows and make the three types of
flows route according to different routing methods. As a result, when
long and short flows are on the same links, LBT ensures low latency for
short flows and high throughput for long flows by resolving issues such
packet disorder and long queue waiting for short flows.

8. Conclusion

In this paper, we propose LBT, a load balancing scheme for hetero-
geneous traffic. Its goal is to guarantee both the high throughput of
long flows and the low latency of short flows. In order to switch the
transmission granularity between long flows and BE flows adaptively,
LBT specifically calculates two thresholds in accordance with various
load intensities. Then, in accordance with the threshold, various traffic
routing algorithms are created in order to give short flows more link
resources and prevent long tail congestion. To increase throughput,
long flows can flexibly choose pathways based on thresholds. In addi-
tion, BE flows can offer long and short flows more link resources based
on their transmission characteristics. The NS-2 simulation results show
that LBT reduces the AFCT of short flows by 55.9% ∼ 65.4% with 0.5
load in comparison to the most complicated load balancing schemes
under Data Mining.

This research still has some restrictions, though. Since no actual
machine experiment has been performed, the experimental data in
this study is based mostly on the NS-2 network simulation platform.
The simulation experiment and the real experiment effect will be
different, with inaccuracies. LBT also has the drawback of requiring a
lot of switch storage resources. These are the issues that need further
investigation. The use of memory and processing resources will then be
minimized as much as possible. LBT will then be implemented on the
programmable switch of the real datacenter network test platform, and
more experiments will be run to determine the impact of LBT in the
datacenter network.
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